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Evaluation of erosion in a two-way coupled
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SUMMARY

In this study, the effects of flow turbulence intensity, temperature, particle sizes and impinging velocity
on erosion by particle impact are demonstrated numerically. Underlying turbulent flow on an Eulerian
frame is described by the compressible Reynolds averaged Navier–Stokes equations with a RNG k–�
turbulence model. The particle trajectories and particle–wall interactions are evaluated by a Eulerian–
Lagrangian approach in a two-way coupling system. An erosion model considering material weight
removal from surfaces is used to predict erosive wear. Computational validation against measured data
is demonstrated satisfactorily. The analysis of erosion shows that the prevention of erosion is enhanced
by increasing the effects of flow temperature and turbulence intensity and reducing particle inertial
momentum. Copyright © 2001 John Wiley & Sons, Ltd.
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1. INTRODUCTION

In the power industry, metallic surface erosion by solid particle impact can substantially
shorten the lives of pipelines, heat exchanger systems, and turbomachinery surfaces. In general,
erosion prevention depends on the following factors: (i) material properties of solid particle
and metallic surface; (ii) flow characteristics of particle and fluid phases. During the past years,
the efforts to understand the influences of flow characteristics on erosion have been extensively
investigated. The corresponding particle-laden flow motions with erosive wear in industrial
applications [1] can be categorized as (1) impingement flows with application to metal cutting
which has been studied by Finnie et al. [2–6], Tilly [7], Benchaita et al. [8,9] and Dosanjh and
Humphrey [10]; (2) boundary layer flows occurring in turbomachinery equipment seen in the
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series of works by Tabakoff et al. [11–15]; (3) confined flows applied to pipeline systems
performed by many researchers [16–20]; (4) obstructed flows passing over heat exchangers
studied in [21–23]. These previous works have demonstrated that flow conditions, such as the
particle impacting velocity, particle sizes, flow temperature and turbulence intensity, play
important roles in the development of erosion. These previous results have also shown that the
erosion depth rate was greater with the higher impacting particle velocities and larger particle
sizes. And the relative rate of erosion was found to decrease with the increase of flow
turbulence intensity and temperature due to the enhanced axial diffusion [1]. Before predicting
erosive wear, numerical modeling of particle-laden turbulent flows is required. There are two
different approaches to predict particle dispersion in turbulent carrier flows; one is the
Eulerian–Eulerian method, which is widely used in the studies of Tu [19,23]. The other is the
Eulerian–Lagrangian method. Because Lagrangian description of the dispersed phase could
deliver the physical behaviors of the individual particles in more details, most simulations of
erosion reply on Eulerian–Lagrangian approach in one-way (fluid-to-particle) or two-way
(fluid to particle and particle to fluid) coupling system. However, the influences of particle–
wall interactions on erosion are not included in most of previous works. Humphrey [1] noted
that the evaluation of the turbulence on the particle motion was modeled two different ways:
deterministic separated flow (DSF) model [8–10,18] and the stochastic separated flow (SSF)
model [18,20–22,24]. The SSF model superimposed a random distribution of turbulent
fluctuations directly on the calculated mean flow to act as a driving function in the particle
equation of motion. In the study of erosion by Schuh et al. [18], both DSF and SSF models
show that particles with high inertial number (��1) are slow to respond to changes in fluid
velocity. For the particles with low inertial (��1), the trajectories of particle computed by
both models are not identical; It is shown that the particle traces calculated by the DSF model
in flow follow the streamline closely. However, SSF model simulates that the particle traces are
sensitive to the influences of turbulent fluctuations in flow field. In the study of tube erosion
by Fan et al. [21,22], the trajectories of the larger particles over 100 �m are found to deviate
considerably from the gas streamlines due to the high inertia. Also, particles smaller than 20
�m with low momentum do not impact with the surface of the tube as seen in the results of
the DSF model. Based on a DSF model, Naik and Bryden [20] recently indicate that the
solid–gas mixtures with small particles have low inter-phase slip velocities and low impact
probability with the pipe walls. However, the particles larger than 50 �m cause higher
inter-phase slip velocities and increase the impact probability with the pipe walls. It is noted
that the larger particles are relatively insensitive to the turbulence effects of fluid phase.

As a result, turbulence-enhanced diffusion of the particle with high inertia can be considered
as a consequence of turbulence-enhanced diffusion in the fluid phase. The mean velocity of the
fluid flow is taken as a driving force in the particle equation of the motion based on the DSF
model and is used to study erosion by particles with high inertia. The influence of turbulent
fluctuations on the particle motion is not considered in this study.

Initially, numerical validation is performed on erosion of a metallic plate by solid particles
entrained in a liquid jet by Benchaita et al. [8], then applied to study erosion in confined flow
for a 90° bend [19,25]. Both the particle trajectory equation and an erosion model are
computed by a Lagrangian approach. Also, a three-order restitution coefficient function
[15,21,22] is also considered to evaluate the particle–wall interaction. Turbulence structures
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among the phases of fluid-to-fluid and fluid-to-particle are solved in a two-way coupling
system. The effects of turbulence intensity, temperature, particle sizes and impinging velocity
on erosion by particle impact are demonstrated and compared with the corresponding
validated data.. In numerical approximations, the fluid flow motions are described by a
two-dimensional compressible, Reynolds averaged Navier–Stokes solver with a renormaliza-
tion group theory (RNG) based k–� turbulence model. As usual, compressible flow codes are
often ineffective at low Mach numbers due to the stiffness of the system eigenvalues [26]. In
order to reduce the disparities in the eigensystem, the Roe-type approximate Riemann solver
[27] incorporating a preconditioning term [26] is used to enhance the convergence and accuracy
for solving the low-speed fluid flow phase. For the particulate flow phase, the fourth-order
Runge–Kutta method is adopted to solve the Lagrangian trajectory equations and the erosion
model.

2. NUMERICAL MODELS

2.1. Continuous phase equations

In this study, the two dimensional Reynolds-averaged Navier–Stokes equations and the kinetic
energy and dissipation equations with a preconditioning pseudo time derivative term are
expressed in non-dimensional conservative form as

�
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�t

+
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where, Qv= [�, u, �, h, k, � ] is the primitive variable vector, Q= [�, �u, ��, E, �k, �� ] is the
conserved variable vector. Both F= [�u, �u2+p+2/3�k, �u�, �u(H+2/3k), �uk, �u� ] and
G= [��, �u�, ��2+p+2/3�k, ��(H+2/3k), ��k, ��� ] are the inviscid flux vectors. The vis-
cous flux vectors Fv and Gv are represented as Fv= [0, �xx, �xy, R, ��k(�k/�x), ���(��/�x)] and
Gv= [0, �xy, �yy, T, ��k(�k/�y), ���(��/�y)]. � is the pseudo-time and t is the physical time. The
variables, �, u, �, p, E, H are the fluid density, the x- and y-velocity components, static
pressure, total energy and total enthalpy respectively. The turbulent kinetic energy is denoted
by k and turbulence dissipation rate is �. The variables R and S are given by

R=u�xx+��xy+�
1

Re
�a2

�x

T=u�xy+��yy+�
1

Re
�a2

�y
(2)

with �=��(�−1)−1. Re and a are the Reynolds number and the speed of sound respectively.
Also, the viscous terms involve stress components, �xx, �xy, and �yy. In addition, the precondi-
tioning matrix derived in the works [26] as
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is used to enhance the convergence rate of the steady state solutions in the low Mach number
flow region. To obtain well-conditioned eigenvalues, the scaling factor is taken to be 	=u2+
�2.

In the work, the renormalization group theory (RNG)-based k–� turbulence model sug-
gested by Yakhot and Orszag [28] is employed. In the RNG turbulence transport equation, an
inverse Prandtl number � is introduced and can be obtained from the following equation
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(4)

where �0=1 and 
l is the laminar viscosity and the turbulent viscosity 
t=
eff−
l and the
effective viscosity is given by
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The source term S in Equation (1) contains the two-phase momentum exchange terms and the
interaction between the particles and the gas phase when the turbulence modulation of the
both phase is considered. Its vector form is
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where the production of turbulent energy is based on Boussinesq’s approximation is expressed
as
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is applied for the Reynolds stresses and the rate of the strain term R is given as
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where Cu=0.09, C1=1.42, C2=1.68, �=�k/�, �0=4.38, 
=0.012, �=�2SijSij and
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Also, the momentum source term in the i-direction as derived in [24] is given as

Sp,i=
1
A

�
N

n=1

N� mp(up,in−up,out−Fg,i�t) (9)

where Fg,i denotes the gravity force in the i-direction and the summation is carried out over the
momentum of all trajectories (N) that traverse a computational cell with the cell area A in a
unit time �t. Also, the effects of particles on the gas turbulence formation [24] are modeled by
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and
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where the particle response time tp=�sdp
2/18�g
 ; �p the bulk density of the particle phase, �s

the particle material density, Bk=0.09, B�=0.4 and tL=k/�.

2.2. Numerical flux splitting

If only the steady state solution is of interest, the physical–time term can be neglected. The
original set of the Navier–Stokes equations is satisfied while the pseudo-time term in Equation
(1) is zero. In this study, the inviscid fluxes are evaluated by the Roe type flux-difference
splitting [29] with an monotone upstream-centered scheme for the conservation laws (MUSCL)
spatial differencing scheme. This approach admits that numerical flux F contains the character-
istic information propagating through the domain, with speed and direction according to the
eigenvalues of the system. By splitting F into parts, where each part contains the information
travelling in a particular direction, i.e. characteristic information, and the split fluxes are
differenced according to the directions of the corresponding wave propagation, the interface
numerical flux of each cell is then expressed as

F� j+1/2=
1
2

(Fj+1/2,R+Fj+1/2,L)−
1
2

(�−1T ���T−1)j+1/2�Qj+1/2 (12)
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Here �Q is the spatial difference QR−QL. The fluxes FR=F(QR) and FL=F(QL) are
computed using the reconstructed solution vectors QR and QL on the right and left hand sides
of the cell face. Here � is the diagonal matrix of eigenvalues. The new set of eigenvalues in the
� direction of the preconditioning governing equations can be obtained from the matrix �−1A� ,
where A� is the Jacobian matrix as

A� =�xA+�yB (13)

where T is the modal matrix that diagonalizes �−1A� , where A� =�E/�Q is evaluated using a
symmetric average between QR and QL. The six eigenvalues of the system matrix �−1A� are

Figure 1. Particle rebounding condition along a solid surface.

Figure 2. Two-dimensional impinging jet flow.
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Figure 3. Particle trajectories and fluid streamlines.

Figure 4. The particle trace of single particle for the different sizes.

Copyright © 2001 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2001; 36: 711–742



YANG-YAO NIU718

�(�−1A� )=
�

U, U, U, U,
U(1+	/a2)�c

2
�

(14)

where U=�xu+�y� and c is

c=
�

U2�1−
	

a2+4	(�x
2 +�y

2)
�n1/2

(15)

In the above equations, �� is chosen as the local pseudo time step which is determined by
the largest eigenvalue of the preconditioning system of governing equations for each grid cell.
The implicit LU decomposition method is employed to run the pseudo time iteration. The
diffusion terms is evaluated by the standard central differencing scheme.

2.3. Trajectory equations

For computing the dispersed phase in the framework of Lagrangian formulation, with the
partial-transformation approach used for the fluid phase, the equations of motion [8,9,24] for
each particle can be written as

mp

dup

dt
=

CD

2
�Ap(u−up)[(u−up)2+ (�−�p)2]1/2

Figure 5. Grid independence study for erosion depth rate (dm=700 �m, Vin=7.0 m s−1, (�K/U)=
0.01).
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Figure 6. Influence of the particle trace number on the distribution of the erosion depth rate (dm=700
�m, Vin=7 m s−1, (�K/U)=2×10−4, particle trace no.=290, 580, 870).

mp

d�p

dt
=

CD

2
�Ap(�−�p)[(u−up)2+ (�−�p)2]1/2−mp(�p−�)g (16)

where

mp=
�

6
dm

3 (�p+�/2) (17)

and mp represents the abrasive particle mass, Ap the frontal area of the abrasive particle and
CD the drag coefficient. Under the assumption that the case is dilute particle-laden gas flow,
the abrasive particle interactions or collisions between particles are neglected; effect of virtual
mass, the acceleration-dependent drag, Basset and lift forces including Magnus force, and
Saffman forces due to fluid shearing and particle rotation are negligible. For spherical
abrasives, the drag coefficient depends solely on the Reynolds number Rep based on the
particle diameter. In the creeping flow regime, Stoke’s formula for the drag coefficient is given
as

CD=
24

Rep

(18)
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For Rep�10, the drag coefficient, CD, can be well correlated by the following formula [24]

CD=
24

Rep

+
6

1+�Rep

+0.4 (19)

where

Rep=
dm

�l

[(u−up)2+ (�−�p)2]1/2 (20)

Equation (16) can be rewritten by means of the following correction factor [18] as

f=

�
�
�
�
	

1+0.15Rep
0.687 0�Rep�200

0.914Rep
0.282+0.0135Rep 200�Rep�2500

0.0167Rep 2500�Rep

(21)

Thus, the equation of motion for an abrasive is

Figure 7. (a) Rate of erosion depth along the metallic plate (dm=700 �m, Vin=8.0 m s−1, (�K/U)=
0.01). (b) Rate of erosion depth along the metallic plate (dm=700 �m, Vin=7.0 m s−1, (�K/U)=0.01.

(c). Rate of erosion depth along the metallic plate (dm=400 �m, Vin=8.0 m s−1, (�K/U)=0.01).
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Figure 7 (Continued)
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dUb p

dt
=g+

f
�

(Ub −Ub p) (22)

where � is the particle response time as

��
dm

2 �p

18�

and a non-dimensional particle response time or momentum equilibration constant � is defined
to measure the particle inertia momentum

�=
�Uref

Lref

where Uref and Lref are the corresponding characteristic velocity and length in the flowfield,
respectively. To reduce the computational cost, the particle motion equations are solved by the
DSF model [8–10,18] in which the velocities of continuous phase as shown in Equation (16)
are expressed by the time-averaged gas velocity obtained in Equation (1). It is assumed that the
particle motion is attributed entirely to the mean flow differences between phases due to the

Figure 8. Geometry and computation domain of 120×31 grids for a 90° bend (sketched from Tu and
Fletcher [19]).
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large particle inertial momentum [20–22]. As a result, the erosion contributed by turbulence-
enhanced diffusion of the particle phase is only considered as a consequence of turbulence-
enhanced diffusion in the fluid phase. To evaluate the particle trajectory, the equations of
motion for a single particle are solved by a fourth-order accurate Runge–Kutta method. It is
well known that the Lagrangian formulation in computing the dispersed phase is free of
computational meshes, whereas the solution to the continuous fluid phase is based upon the
Eulerian finite-volume cell of non-orthogonal grids. However, results of the dispersed phase
are often presented in terms of Eulerian grids for easy comparison with experimental
measurements. Therefore, the particle locating algorithm of Chen [24] is used to determine
fluid properties in the Lagrangian equations due to two-way coupling, also requires knowing
the information of a Eulerian cell where a particle stays, and this work has to be carried out
at each Lagrangian time step. The independence study of the time step in Equation (22) is
shown in the following section.

2.4. Particle rebounding condition

Before proceeding to the surface erosion estimation, the impact location, impact velocity and
impact angle of particles on the solid surface need to be determined. This information can be
computed from the particle trajectory calculations. However, the determination of particle
rebounding conditions after the striking relies on empirical correlations of restitution

Figure 9. (a) Grid refinement study of gas phase velocity profile distributes at the 0° station of the bend.
(b) Grid refinement study of gas phase velocity profile distributes at the 15° station of the bend. (c) Grid

refinement study of gas phase velocity profile distributes at the 30° station of the bend.
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Figure 9 (Continued)
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Figure 10. (a) Grid refinement study of particle velocity profiles at the 0° station of the 90° bend. (b)
Grid refinement study of particle velocity profiles at the 15° station of the 90° bend. (c) Grid refinement

study of particle velocity profiles at the 30° station of the 90° bend.
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Figure 10 (Continued)

Figure 11. Gas phase velocity vector distribution in the 90° bend.
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Figure 12. Streamtrace plot for the 90° bend.

parameters in terms of the particle impingement angle and the properties of the ductile metal
which have been reported by Tabakoff et al. [12]. The particle rebounding conditions are given
in the following: as shown in [12,24] like Figure 1, a normal vector Nb to the solid surface can
be decided in the process of locating the particle position. A unit vector can be easily obtained
by carrying out normalization

n� = Nb
�Nb � (23)

To determine the particle velocity after its interaction with the solid wall, its two decompo-
sitions must be estimated in the directions normal and tangential to the wall. To this end, the
normal component can be computed by

�p,na = − ��p� ·n� �n� (24)

where �p� denotes the particle velocity vector, �p,na its decomposition in the normal direction,
and ��p� ·n� � the absolute value of the projection of �p� onto n� . The tangential component can be
determined by

�p,ta =�p� −�p,na (25)

The particle velocity after it rebounds from the wall can be determined by

Copyright © 2001 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2001; 36: 711–742
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�*p,na = −en�p,na , �*p,ta = +et�p,ta (26)

where en and et are the restitution coefficients for the normal and tangential directions,
respectively. The restitution coefficients are expressed as a polynomial function of the
impingement angle � in the following manner

ēn=1−0.4159�−0.4994�2−0.292�3

ēt=1.−2.12�+3.0775�2−1.1�3 (27)

Finally, the particle velocity after interacting with the wall is given by

�*pa =et�p,ta − [et+en]�p,na (28)

2.5. Erosion model

Numerical prediction of metallic surface erosion is usually based on the empirical correlation
of the given particle-surface material properties associated with the particle impact conditions.

Figure 13. (a) Grid refinement study of streamwise turbulence intensity profiles at the 0° station of the
90° bend. (b) Grid refinement study of streamwise turbulence intensity profiles at the 15° station of
the 90° bend. (c) Grid refinement study of streamwise turbulence intensity profiles at the 30° station of

the 90° bend.
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Figure 13 (Continued)
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The experiment of Tabakoff et al. [15] has indicated that the erosion of a specimen was
dependent on the particle impingement angles and its impact velocity. The following equation
was developed by Tabakoff et al. [15] and used by Fan et al. [21,22] to predict the erosion of
the ductile alloys

H=K1
�

1+CK
	

K12 sin
�90

�0

�
�
n2

Vp
2 cos2 �1(1−R t

2)+K3(Vp sin �)4 (29)

where H is defined as the ratio of the eroded mass of the specimen material to the mass of
impinging particles, Vp, � and �0 are the impact velocity, impingement angle and the angle of
maximum erosion, respectively. Also, K1=1.505101×10−6; K12=0.296077; K3=5.0×10−12

are selected as empirical constants for the stainless steel erosion by coal ash particles. In
additionn, Rt=1−0.9916Vp sin �and

CK=
	1 for ��3�0

0 for ��3�0

Figure 14. Effect of particle size and inlet particle number on the particle impact frequency on the outer
surface of the bend.
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Figure 15. Particle impact frequency on the inner surface behind the bend.

3. NUMERICAL RESULTS

3.1. Impingement jet

Initially, numerical validation of the erosion prediction in the current two-way coupling system
is performed for an impingement jet flow of Benchaita et al. [8,9]. In the work of Benchaita et
al., the potential flow is assumed over the metallic plate. The theoretical predictions of erosion
depth rate distributions by Benchaita et al. had a large disparity with measured data due to the
negligence of viscosity. In order to improve their predictions, the gas turbulence effects and
particle–wall interaction are accounted for in the current study using the Eulerian–Lagrangian
method. As depicted in Figure 2, a computational domain is based on the nozzle with diameter
2.0 cm, the width of the flat plate 10 cm and the distance from nozzle to the flat plate 5 cm.
For simulating two-phase impinging jet flow, the flow conditions used in [9] involve solid
concentration �=0.32×10−2, particle material density �p=2400 kg m−3, fluid density
�=1000 kg m−3. In addition, jet velocities Ve=5.5, 7.0 and 8.0 m s−1, dm=400 and 700 �m,
turbulence intensities (�K/U)=0.01, 0.005 and 0.0025 are chosen, respectively, for the
discussion. The grid refinement studies are separately performed on meshes 26×26, 49×49
and 76×76 to verify the calculations. The erosion of model for the sand–water jet flow
suggested by Benchaita et al. is used to validate our predictions. In this case, the boundary
layer, vorticity, and secondary layer effects are neglected as assumed in [9]. First, the

Copyright © 2001 John Wiley & Sons, Ltd. Int. J. Numer. Meth. Fluids 2001; 36: 711–742
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streamlines of fluid flows and trajectories of the particles at the different positions from the
nozzle centerline xf are depicted in Figure 3. Because the buoyancy force is larger than the drag
force on the abrasive, the larger particle has a tendency to deviate from the jet flow streamline.
In Figure 4, it is found that the particles smaller than 200 �m tend to leave from the plate
without the collision. In addition, the impact angle of the particle is shown to be close to the
normal angle as the particle size is increased. The grid-independence study with a particle size
dm=700 �m and jet flow velocity 7.0 m s−1 is selected for the prediction of the erosion depth
rates. Figure 5 demonstrates that the present calculation is grid-independent when the utilized
grid points are over 49×49. Thus, the 49×49 meshes are selected for the subsequent
computations. Also, based on 49×49 grid points, the independence of particle trace number
released at the nozzle exit is studied. Figure 6 shows that using 290 or more particle traces is
essential to achieve the accurate profiles of erosion depth rate. Therefore, 290 particles are
chosen for release at the nozzle entrance for the following study of erosion.

Figure 7(a)–(c) compare the predicted position of maximum erosion depth and the spread-
ing region for the material removal model with the measured data [9]. It is found that the
erosion profile estimated by the current model has better agreement with the experimental data
than the theoretical results which are provided in [9], especially on the predicted position of
maximum erosion depth. It is seen that the maximum erosion depth is greater for the larger
abrasive size, but a larger spread of erosion along the metallic plate is obtained for smaller
abrasive. Due to the large ratio of horizontal drag force to vertical drag force, small abrasives

Figure 16. Influence of the particle trace number on the distribution of the erosion depth rate (dm=50
�m, Vin=52.19 m s−1, (�K/U)=2×10−4).
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Figure 17. Influence of the particle computation time step on the prediction of the erosion depth rate
(dm=50 �m, Vin=52.19 m s−1, (�K/U)=0.12, particle trace no.=600).

are carried in the main stream far from the stagnation point. On the contrary, the large
abrasives have a tendency to hit the metallic plate at positions very close to the stagnation
point. Thus, for the larger abrasive, larger erosion rates are obtained in a narrow band around
the stagnation point. Meanwhile, a larger spread of erosion (i.e. erosion of a larger surface
area of the metallic plates is obtained for smaller abrasive sizes. Besides, erosion at the
stagnation point, which was neglected in the theoretical model, is captured by the current
model and is in good agreement with experimental profiles. This could explain why all
theoretical predictions of erosion dropped after a distance for which all abrasives have
impinged on the metallic plate once. However, the influence of abrasive particle bounce back
to the plate due to turbulent fluctuations and abrasive–wall interactions have been taken into
account by the current approach.

3.2. 90° bend

Subsequently, the capability of analyzing erosion is extended to the case of the turbulent
gas–particle flow through a 90° bending tube. The computational domain and grid mesh
distribution used is shown in Figure 8. First, numerical comparison with the LDV results of
Kliafas and Holt [25] for turbulent gas–solid particle flow in a 90° bend is used to verify the
computations. The flow conditions used in [19,25] is assumed for a dilute particle suspended
in a gas flow. They are: the bulk velocity is Ub=52.19 m s−1 corresponding to the Reynolds
number 3.47×105; the inlet turbulence intensity of the gas phase is 1 per cent; the particle
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Figure 18. Particle traces of the bend for Vin=52.19 m s−1, (�K/U)=0.012.
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diameter size 50 �m; the particle material density �s=2990 kg m−3; the inlet particulate bulk
density �p,in=1.8×10−4 kg m−3. The corresponding particle loading and volumetric ratios
are 1.5×10−4 and 6×10−8.

The grid independent solutions of mean streamwise velocity profiles carried out for the gas
phase and particle phase at the �=0°, 15° and 30° stations are shown in Figure 9(a)–(c) and
Figure 10(a)–(c). It is seen that the two finest grids have yielded almost identical solutions that
are in very good agreement with Kliafas and Holt’s measurements. Figures 11 and 12 shows
numerical prediction of gas–particulate flow through a 90° bend in terms of velocity vectors
and streamtrace distributions. The maximum values of gas velocity profiles are found to
displace toward the inner wall, as a result of the favorable streamwise pressure gradient
present. It is also found that there is deceleration of the flow near the outer wall due to an
adverse pressure gradient on the upper half of the bend. A secondary flow region near the
inner wall is clearly observed in the streamtrace plot. Also, the predictions of streamwise
turbulence intensity estimated by a RNG k–� turbulence model, compared with the measure-
ments at the �=0°, 15° and 30° stations, are presented in Figure 13(a)–(c). The high
turbulence intensity near the two side walls is observed. It is shown that the computed
turbulence intensities on fine grids agree with the validated data. It is also seen that the
grid-independent solutions are achieved on the grid distributions of 120×59 and 239×59.

To decide the inlet particle number required for solving the particle trajectory equation, the
particle–wall frequency, defined in [22] as the ratio of the particle number colliding with the

Figure 19. Erosion depth distribution along outer surface of the 90° bend by different particle size
(Vin=52.19 m s−1, (�K/U)=2×10−4).
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Figure 20. Erosion depth distribution along the outer surface of the 90° bend by different particle inlet
velocity (dm=50 �m, (�K/U)=2×10−4).

wall to the particle number initially released at the inlet, is used. The study of the effect of
particle size and number on the particle impact distribution along the walls is performed.
Figure 14 shows that an increase in the particle size is associated with higher values of the
particle impact frequency for colliding with the outer wall. It is also seen that using 600 and
900 particle traces obtains the same impingement frequency profile distribution. In addition,
the impact frequency study demonstrates that the particles smaller than 200 �m scarcely
collides with the inner wall. In Figure 15, the impact frequency of the 200 �m particle is shown
to be small on the upper surface after the bend section. Therefore, a secondary flow region
near the inner wall, as shown in Figure 12, is found not to influence the formation of erosion
by particle impact. In Figure 16 it is demonstrated that using 600 or more particle traces in the
Lagrangian approach based on 120×59 Eulerian grid cells are essential to achieve a consistent
profile of erosion depth rate. Based on 120×59 Eulerian grid cells and assuming 600 particle
traces released from the entrance of the bending tube is demonstrated accurate enough for the
subsequent simulations of erosion. The influence of the Lagrangian time step is shown in
Figure 17 to predict the erosion depth rate. �t=1e−6 is found accurate enough to perform
the particle trajectory calculations.

Here, the particle trajectories of different particle sizes are demonstrated in Figure 18.
Different particle sizes of dm=10, 20, 50 and 100 �m are selected for discussing the influence
of particle size. Based on the same inlet flow conditions, the effect of particle size on the
trajectory and erosion can be observed by the value of the momentum equilibration constant
�. It is shown that most particles with a momentum equilibration constant ��10 collide with
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the outer wall. It is also noted that the effect of particle collision is not significant near the
inner wall. So the occurrence of erosion is only considered on the outer wall. In Figure 18 it
is also seen that the trajectories of the larger particles with higher inertia momentum (with
large �) deviate considerably from the gas streamline. The particle sizes larger than 20 �m
follow gas inlet streamlines until they impact the outer surface, then rebounding and deviating
more from the streamlines. In contrast, the particle sizes smaller than 20 �m with low
momentum will not collide with the surface as they are entrained in the bulk flow. Of course,
the smaller particles may impact the surfaces due to the enhanced inertial momentum such as
increasing the particle inlet velocity. The study of the influence on particle momentum and
flow pattern caused by inlet velocity will be given in the subsequent sections.

In Figure 19 it is shown that larger particle size causes larger erosion depth rates along the
outer wall from curved stations �=0°–90°. It is illustrated that the larger particle has higher
impinging momentum on the outer solid surface and results in a deeper erosion depth. Besides,
the peak of the erosion distribution profile is shown to shift to the downstream as the particle
size is reduced. Figure 20 shows numerical estimations of erosion along the outer solid surface
by different particle inlet velocities. Initial particle velocities of Vp=33.09, 52.19 and 68.05 m
s−1 are chosen for the comparison. Due to the higher ratio of inertia force to drag force, the
particles have a tendency to hit the plate at positions closer to the upstream as the inlet
velocity increases. It is found that the particle impact velocity normal to the outer surface of
the bending tube gets stronger, and causes a higher erosion depth rate as the inlet particle
velocity increases. For the case of lower jet velocity, Figure 20 also shows that the position of

Figure 21. Erosion depth distribution along the outer surface of the 90° bend by different turbulent
intensity (Vin=52.19 m s−1, dm=50 �m).
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Figure 22. Erosion depth distribution along outer surface of the 90° bend by different flow temperature
(Vin=52.19 m s−1, dm=50 �m).

maximum erosion depth is displaced further away from the upstream of the bending flow as
the jet velocity is decreased. Furthermore, the effects of the inlet flow turbulence intensity on
erosion are investigated. (�K/U)=0.12, 0.04 and 0.012 with the particle size dm=50 �m and
the entrance velocity 52.9 m s−1 are chosen for the comparison. In Figure 21, the distributions
of erosion caused by different turbulence intensities along tube walls from stations �=0° to
90° are shown. It is seen that the position of the maximum erosion depth moves near the flow
downstream and the amount of erosion is reduced as turbulence intensity increases. It is well
known that the greater the inlet turbulence intensity, the more momentum mixings lead to
larger momentum exchanges between two-phase interactions. The strong inlet turbulence
intensity is found to speed up the momentum-spreading rate. Due to the conservation of mass,
the axial velocity decreases to balance the larger transverse momentum. So, the particle impact
velocity becomes slow; as a result, a smaller erosion depth rate is obtained. Also, a larger
transverse momentum reduces the number of particles striking on the wall as the distance from
the bending section increases. This could explain why the maximum erosion depth moves
closer to the downstream of the pipe flow as the inlet turbulence intensity increases. In
addition, the mean erosion distribution profile shifts towards the downstream as the turbulence
intensity increases.

The effect of the inlet fluid phase temperature on the erosion based on the same inlet
velocity, turbulence intensity and particle size is now discussed. Inlet flow temperatures of 25,
100, 300 and 500°C are selected for the comparison. Heat transfer between phases is not
accounted for in the current study. The hotter flows represent the lower flow density and
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stronger flow viscosity. Due to conservation of mass, the hotter inlet flows tend to spread the
particulate flow faster with the slower axial velocity. So, the number of particles striking the
solid wall is reducing, thus weakening the particle impact momentum on the plate. In Figure
22 it is shown that the amount of erosion reduces as the inlet flow temperature increases. The
effect of flow temperature can be represented as the increase of the flow viscosity effect.

4. CONCLUSIONS

In this study, numerical prediction of erosion by particle impact has been performed in a
two-way coupled system. The inter-phase effects from the dispersed particle phase to the flow
phase and the particle–wall collision are accounted for by an Eulerian–Lagrangian approach
with a RNG turbulence model. A simple predictive tool based on the modeling of surface
material weight loss is utilized to estimate the amount of erosive wear. Numerical validation
against measured data is shown to be superior to the previous theoretical work. Computa-
tional results reveal that turbulence intensity, particle size, inlet flow velocity and temperature
have significant influences on erosion. It is shown that the position of the maximum erosion
depth moves closer to the upstream as the inlet turbulence intensity and temperature increase.
The amount of erosion becomes less under conditions of stronger inlet turbulence intensity and
higher temperature. Also, the position of maximum erosion depth is displaced further away
from the upstream as the inlet velocity is decreased. It is shown that erosion occurs while the
particles with the inertia number ��10 strike the tube; meanwhile, larger erosion rates are
obtained for larger abrasives and the spreading of erosion is obtained for smaller abrasives. In
addition, numerical grid-independence is demonstrated in the calculations.
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APPENDIX A. NOMENCLATURE

sound speeda
A cell area

drag coefficientCD

mean diameter of particledm

the restitution coefficientsen, et

the inviscid fluxF, G
Fv, Gv the viscous flux

the gravity forceFp

rate of erosion depthH
the characteristic lengthLref
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particle massmp

particle numberN
Q the conserved variable vector

the primitive variable vectorQv

the rate of the strain termR
Re Reynolds number

particle Reynolds numberRep

particle collision source termSp,i, Sp,j

Sk, S� the source terms of particle effects on fluid turbulence
physical time stept
particle response timetp

T the eigenvector matrix of the inviscid flux
x, y component of fluid velocityu, �
x, y component of particle velocityup, �p

U, V �, � component of fluid velocity
�, � component of particle velocityUp, Vp

the characteristic velocityUref

Vb total velocity vector of fluid
total velocity vector of particleVpa
Cartesian coordinatesx, y

xf, yf abscissa of the position of impact in the x, y direction (Figure 2)

Greek letters
� Prandtl number

scaling factor in the preconditioning matrix	

turbulent dissipation rate�

specific heat ratio�

�L impact frequency along the inner wall
impact frequency along the outer wall��

turbulent kinetic energy


particle inertial momentum ��

fluid dynamic viscosity



eff effective viscosity
turbulent viscosity
t

fluid density�

�p particle density
Lagrangian time step�

shear stress components�xx, �yy, �xy

particle impact angle�

angle of maximum erosion�0

pre-conditioning matrix�
the eigenvalue matrix of the inviscid flux�
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Subscripts
cell interfacesi+1/2, j+1/2,

etc.
L left state of cell interface
R right state of cell interface

normal directionn
t tangential direction

Superscripts
after impact solid wall*
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